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ABSTRACT

Recognition of skin is used in many applications ranging fromflgorithms for icting age , faCe detection, gender
classification, and to objectionable image filtering. These data i rapidly and can therefore be
. However, these spatial data
methods. In this work a novel

Tree is a spatial data organization
facilitates efficient classification

important task for both computer vision and graphics. For computer
vision, accurate recognit jn texture can greatly assist algorithms for human face recognition or facial
feature tracking. In comput aphics, facial animation is an important problem which necessitates reliable
skin texture recognition. addition to computer vision and graphics, skin recognition is useful in
dermatology and several industrial fields. In dermatology, the skin recognition can be used to develop
methods for computer-assisted diagnosis of Skin disorders, while in the pharmaceutical industry;
quantification is useful when applied to measuring healing Progress.Many skin segmentation methods depend
on skin color [1] [2] which has many difficulties. For the above reasons combining the texture features of
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skin with its color feature will increase the accuracy of skin recognition. Skin is a complex landscape that is
difficult to model for many reasons. The skin texture features depends on many variables such as body
location (knuckle vs. torso), subject parameters (age/gender/health) and imaging parameters (lighting and
camera). Also as with many real world surfaces, skin appearance is strongly affected by the age with folds on
the face as shown in the below figurel.

uch as international
different places. These data
data streams” [3]. Classifying

eep storage archiving. Classification is one

of the important areas of data mifiing. i ing set (or called learning set) is identified
for the construction of a cl

tree classifiersinc
minedatabases that

based model to perform classification on spatial datastreams.A new data structure, the Peano Count Tree (P-
tree) [10] is used to build the decision treeclassifier. P-trees represent spatial data bit-by-bit in a recursive
guadrant-by-quadrant arrangement. With the information in P-trees, we can rapidly build the decision tree.
Each new component in a spatial data stream is converted to P-trees and then added to the training set assoon
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as possible. Typically, a window of data components from the stream is used to build (or rebuild) the
classifier. There are many ways to define the window, depending on the data andapplication.

In this paper, the focus is on feature extraction and building fast classifieralgorithm.The rest of the
paper is organized as follows. In section 2, gives related work done in these areas of research called literature
survey. In section 3explains features extraction using gradient and Gray Leyel Co -occurrence Matrix
(GLCM) region is extracted. In section 4, we briefly introduce the dataformats
P-tree data structure and algebra. In Section 5, we detail our experimen
decision tree induction classifier. Finally, there is a conclusion in Sectio

2. LITERATURE SURVEY

Most existing skin segmentation techniques involve
skin and non-skin categories on the basis of pixel
classification have been reported. In [11] Nidhal K. Al
using neural network. They proposed a skin recognitio is using skin color feature and
n Grey Level Co-occurrence

| derivative vaflations [16].The n" -order LDP isproposed to encode the (n-1)"-order

i , Which can capture more detailed information thanthe first-order local

pattern used in loca attern (LBP).Different from LBP encoding the relationship between the

centralpoint and its neig s, the LDP templates extract high-orderlocal information by encoding various
distinctive spatial relatiosfShipscontained in a given local region.

3. OBJECTIVES

1. To design a computational fast age predicting algorithm using face texture futures.
2. To classify the face image into range of age groups using Peano count trees an image mining concept.
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3. To extract texture feature like local gradient patterns and gray level co-occurrence.

4. METHODOLOGY

The methodology includes as follows:

. Select an Input Image.

. Detect skin area in Input Image

. Detect Features.

. Save Face into Database with its record, class label, attributes, and
. Design a learning data set for more images.

. The values are converted into bSQ file format.

. Spatial data organization using Peano count tree.

. Decision Tree is constructed using ID3 method to clasgify the data.
10. Using the Classified data test image age is predicted

© 00 N O &~ WODN B

bio-informatics to predict the
ate results in prediction of age.

informationwhich contains more detailed discriminative features that
not obtain from an image.Given an image 1(Z), we calculate first-order

(@)I'0°(Zo) = (Zo) — 1(Za
(b)I's5°(Zo) = 1(Zo) — 1(Z
(c)'90°(Z0)= 1(Zo) — 1(Z2)

(d)I'135°(Zo) = 1(Zo) — 1(Z1)
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If Zo is one point in 1(Z),neighboring point around Zo (see Fig. 2). So the four first-order derivatives at Z=Zo
are

Bl B 5P o e ] A7 P

(b-1) (b-3) (b-4)

%I@!%#ﬁ%

(d-4)

Figure 2 Gradient operator (a) 0° (b)45° (c) 90°(d) 135°
Once the first order gradient details of the image is obtained. local gradient patterns
is computed from the LDP image by the following equation.

Energy = Y. LDP(i.j)’ 1)

B.Gray Level Co-occurrence Matrix (GLCM)

I. proposed co-occurrence matrix
nt gray level spatial dependence of

representation of texture.

levels, co-occurrence

presence of texture jodici . eral texture features such as entropy, energy, contrast,
urrence matrix of gray levels of an image. The gray level

s respectively) and then counting all pairs of Pixels separated by
Isiand j. The matrix C (i, j) is normalized by dividing each element in

the matrix by th el pairs.Using this co-occurrence matrix, the texture featuresMetrics are
computed as follo

=Y CGog €6y (2)

Contrast= X, G —)*C(.7) (3)

MN ey
Homogeneity = Z = 4

ij t+li-dl

INTERNATIONAL JOURNAL OF INVENTIONS IN ENGINEERING AND SCIENCE
TECHNOLOGY



http://www.ijiest.in/

International Journal of Inventions in Engineering & Science Technology http://www.ijiest.in
(NIEST) 2015, Vol. No. 1, Jan-Dec e-1SSN: 2454-9584; p-ISSN: 2454-8111
C.Feature dataset Organization using PeanoCount Tree

All the values have been scaled to values between 0 and 255 for simplicity. The pixel coordinates in
raster order constitute the key attribute. One can view such data as table in relational form where each pixel is
a tuple and each band is an attribute. There are several formats used for spatial data, such as Band Sequential
(BSQ), Band Interleaved by Line (BIL) and Band Interleaved by Pixel (BIP). The new format which was
called as bit Sequential Organization (bSQ) is introduced. Since each intensi ranges from 0 to 255,
which can be represented as a byte, we try to split each bit in one band in eparate file, called a bSQ file.
For example, for a TIFF image with three bands, we have 24bSQ files.

This example has been taken from [18]. The following relation table [ res of 4-bit data values.

0/0011| 0111
1/ 001140011

12| 0010| 1011| 1000 1111
13]1010| 1011| 1000| 1111
14| 1111| 1010| 0100| 1011
15[ 1111| 1010| 0100] 1011

Table 1 : Feature sets in relational table

This dataset is converted in bSQ format. The feature-1bit-bands would be like below if we display the
bSQformat in 2- dimension
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B11 B12 B13 B14
000000111111 1111
0000 0011 11111111
0011 0001 1111 0001
0111 0011 1111 0011

There is a constraint on bSQ formation. P-tree requires the number of s and columns in bSQ file be
multipleof four. In case, the number of tuples in database is not aMulti we need to pad zero vectors
at the end;so that it is.

Based on this idea, to identify a person, the recognition
System works as follows:
» Basic p-trees of the enrolled feature sets are
Constructed as preprocessing. This is a one-time

>
>
>

decision tree (decision tr uction). Our contributions include

(1) A set of clasgification-ready data structures called Peano Count trees, which are compact, rich in
information and facilitate classification;

(2) A data structure for organizing the inputs to decision tree induction, the Peano count cube.

(3) A fast decision tree induction algorithm, which employs these structures. We point out the
classifier is precisely the classifier built by the ID3 decision tree induction algorithm.
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The point of the work is to reduce the time it takes to build and rebuild the classifier as new data
continue to arrive. This is very important for performing classification on data streams.

A Decision Tree is a flowchart-like structure in which each node denotes a test on an attribute. Each
branch represents an outcome of the test and the leaf nodes represent class’s orclass distributions. Unknown
samples can be classified by testing attributes against the tree. Thepath traced frg

sample set is as follows [19]:
Initially the decision tree is a single node representing the entir

The algorithm advances recursively to form the
Once an attribute has been used, it is not conside

information gain of an attribute is ing algorithm. Assume B[0] is the class
attribute; the others are non-clas i iSton path for each node. For example, in the
“Band2, value 0011, Band3, value 1000”.

VO[1]..VO [n] are possible B[0] values if classified by B[0]at
s the full P-tree (root count is the total number of transactions).Now if
ain of attribute A at node N, we can use the formula: Gain (A) =1 (P)-E

E(4) = Z I(PAPA,VA[i]) »
i=1

WhereVA [1], VA[n] are possible A values if classified by attribute A at

Thus, the B1 basic P-trees are as follows (tree pointers are omitted).
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P1,1P1,2P1,3P1,4
571611

0014 0403 4403
0001 0111 0111

Then we generate basic P-trees and value P-treessimilarly to F2, F3 and F4.St ith A = F2. Because the
1/8, 3/16, thus we can
calculate

4/16*log2(4/16) + 2/16*10g2(2/16) + 3/
I(P) = 2.281

To calculate E (B2), first P"PA, VA[i] should be allt
becalculated by ANDing all the B2 value P-trees andB
(B2) =1.625.Likewise, the Gains of B3 and B4 are com

partitioned accordingly.

B2=0010 -B1=0111
2=0011 ->B3=0100 ->B1=0111
- B3=1000->B1=0011
B2=0111 ->B1=0011
B2=1010 ->B1=1111
B2=1011 ->B1=0010

Based on the above describe entropy and gain values root nodes are selected. The feature in this above
example F2 is having more gain when compare with F3 and F4.So F2 is root node and the decision will
process for next step recursively until all values pass for the testing to reach leaf node. The branch will give
the path of particular tuple in the data set with class label as shown in the following decision tree.
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Figure 3 Decision Tree on exar&dataset

6. EXPERIMENTAL RESULTS

A spatial image can be viewed as a 2-dimensi i ssociated with each person to
computed energy of local gradient pattern image and Gr metric (GLCM) from the data
various descriptive attributes,

crease age of particular person

changes will happen. This can be i

energy of the gradient image is u

e of the Testing feature vector from the average
he class with the minimum distance was defined as

ataset are used as attributes and class label. The goal is to classify the
label attribute and then to use the resulting classifier to predict the age
‘Branches are created for each value of the selected attribute and subsets
are partitioned accor
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Original Image Aged Image

Less Changes

Figure 4 IeMt Images with respect to
Origi@ Image

adient Images with respect to different Ages

The followi ini ontains 4 bands of 4-bit data values (expressed in decimal and binary). F1
stands for GCLM feat , and F4 stand for the other feature like Entropy, Contrast and homogeneity.

Topredict the age”of the person using decision tree, the recognition system works as follows: 1) Basic
p-trees of the enrolled feature sets are constructed as preprocessing. This is a one-time job. 2) Feature vector
of the person to be recognized is extracted. 3) A tuple p-tree of this feature vector is generated based on the
basic p-trees. 4) If the root count of this tuple p-tree is more than zero, then we have one or more matches.
Thelndexes of those matched tuples at the relational database can be figured out using decision tree. This is a
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nice way of feature matching, as it doesn’t needto scan the database at all. A few algebraic operations
perform the job. Besides, the AND operation which produce the tuple p-trees is fast [20] Thus, we have
framework for real-time recognition system. Weuse the whole data set for mining so as to get as better
accuracy as we can. This data are divided intolearning and test data sets

7. RECOMMENDATIONS

Now a day’s face identification has vital importance in so many busiff€ss alliances. This work is now
only applied for face recognition but to show more effectively this ca nced for video mining. This
can also be enchanced for classification of satellite images to identj reen area and water area
based on satellite images and may to predict weather conditions in Vagi ven it can also be used
to identify skin deseases.

8. CONCLUSION

This Paper shows the Gradient Texture Classifi
m is proposed for predicting
eveloped and tested based on

system which is more interested area for
is based on texture analysis. Here first order

classifier.
data str

Tree (P-tree), to represent the information needed for classification in

his makes classification of open-ended streaming datasets feasible in
near real time. We h the system with plenty of images which is showing correct results as per
expectations.
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